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Abstract: 
This study examines the impact of tweet sentiment—both positive and negative—and its effect 
on the day the tweet is posted (event day) and the following day (post-event day) on abnormal 
return, trading volume activity, and volatility of companies listed on the Standard & Poor’s 
500 stock exchange that were directly mentioned in President Donald Trump’s tweets between 
2016 and 2019. Using panel data consisting of 326 time series observations and 29 company 
units, the results indicate a significant positive influence of sentiment on volatility, where 
positive sentiment tends to reduce market uncertainty. Additionally, there is a delayed effect 
of time on abnormal return, suggesting that the market responds slowly to information 
received. These findings support the semi-strong form of the Efficient Market Hypothesis, 
which posits that investors are capable of processing public information selectively but not 
operate full alignment when making decisions in the stock market. 
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1. Introduction 
 
Social media platforms have evolved from mere entertainment tools into influential 
channels for marketing and real-time information exchange, warranting critical 
analysis of their market impact (Ajjoub, Walker, and Zhao 2021). As misinformation 
concerns rise—with 42% of Americans attributing viral fake news to these platforms 
(Barthel, Pew Research Center)—Twitter has emerged as a central node in investor 
decision-making. Once the 10th most visited website globally, Twitter serves diverse 
functions including financial analytics (FANG and PERESS 2009; Qiu, Rui, and 
Whinston 2013), and is increasingly recognized for its predictive relevance in stock 
market dynamics. Studies reveal that 97% of institutional investors use digital media 
for information, with 79% leveraging social media in professional settings and 40% 
believing it enhances annual performance (Connell 2015). Posts from figures like 
Donald Trump, whose tweets often targeted public companies, exemplify social 
media's capacity to provoke measurable market responses (Gjerstad et al. 2021). 
  
Although formal academic research in this area remains limited, scholarly and media 
interest in the impact of social media—particularly Twitter—on financial markets has 
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grown considerably (Ajjoub, Walker, and Zhao 2021). For instance, Amazon’s stock 
experienced a significant decline following a negative tweet by President Donald 
Trump (Deagon 2018), while Toyota reportedly lost nearly USD 1.8 billion in value 
after being directly criticized by Trump on Twitter (Revesz 2017). The Los Angeles 
Times observed that traders began analyzing Trump's tweets algorithmically and 
made near-instantaneous trading decisions based on their content (Peltz, 2017). 
Similarly, Time Magazine reported a sharp depreciation of the U.S. dollar after Trump 
tweeted that it was “too strong” (Abramson 2017). These examples highlight the 
profound market influence of a single tweet, especially when the tweet coincides with 
ongoing financial news. In fact, research suggests that Trump’s online presence may 
exert greater influence than traditional financial media, with the effect of his tweets 
being amplified when paired with relevant news coverage(Yuan et al. 2020). 
 

 
Figure 1. Nordstrom stock prices 

Source: marketwatch.com 
 
As author mentioned above, some of the studies and literatures results about the 
impact of Donald Trump’s tweet sentiment over stock price are directly proportional 
(Anwar and Asandimitra 2018; Ge, Kurov, and Wolfe 2019; Guo, Jiao, and Xu 2021), 
but these narratives may not always hold and the author finds a gap phenomenon. On 
February 8, 2017, marketwatch.com has reported that President Donald Trump 
tweeted criticism of Nordstrom's decision to stop selling Ivanka Trump's products, 
describing the action as unfair and defending his daughter’s character. Following the 
tweet, Nordstrom’s stock initially declined by 0.3% to approximately $42.65 at 10:50 
a.m., then quickly dropped further to $42.32—matching the intraday low recorded 
shortly after market opening. However, by 10:55 a.m., the stock rebounded above 
$42.65, remaining above that level by 11:00 a.m., and by 11:01 a.m., it turned positive 
for the day and continued to rise (Kilgore 2017). 
 
Another notable finding regarding the gap in the phenomenon of President Donald 
Trump's tweet sentiment affecting abnormal return, trading volume activity, and 
volatility is presented in a report by Primack and Vavra published on AXIOS, titled 
“Trump Tweets Don't Hurt Company Stocks.” The article identified six companies 
that were unaffected by Trump’s negative tweet sentiments, suggesting that not all 
firms experience measurable financial impacts following his online statements 
(Primack and Vavra 2015). 
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Figure 2. Gap phenomenon sentiment tweet 
Source: AXIOS 

To validate the credibility of the information from the aforementioned source and to 
align it with the current research variables, the author calculated abnormal return, 
trading volume activity, and volatility for three out of the six companies depicted in 
the referenced image. These companies—Boeing (BA), Lockheed Martin (LMT), and 
General Motors (GM)—are all listed on the U.S. stock exchange under the S&P 500 
index. The calculations utilized formulas outlined in Chapter Three, and the event 
window was set to five days: two days before the tweet, the day of the tweet, and two 
days after. 

 
Figure 3. Abnormal return around event window 

Source: Output processed from original data using Excel 
 

 
Figure 4. Trading Volume Activity around event window 

Source: Output processed from original data using Excel 
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Figure 5. Volatility around event window 

Source: Output processed from original data using Excel 
Three negatively toned tweets by Donald Trump targeted Boeing (Dec 6, 2016), 
Lockheed Martin (Dec 12, 2016), and General Motors (Jan 3, 2017), each criticizing 
excessive costs or outsourcing practices. Market responses varied: abnormal returns 
increased post-tweet for all three companies, while trading volume activity mostly 
declined except for GM, and volatility generally rose following the tweets—most 
significantly for GM, where abnormal return surged from 0.04% to 4.95%, and 
volatility from 2.07% to 4.87%. 

Building on prior studies, this research underscores that tweets by President Donald 
Trump—regardless of sentiment—have influenced the stock prices of companies he 
directly mentioned. However, the observed gap phenomenon introduces a contrasting 
perspective. To further investigate this, the study poses a key question: whether there 
are significant differences in abnormal return, trading volume, and volatility before 
and after Trump’s tweets about S&P 500-listed companies, based on the sentiment 
conveyed. By examining these dynamics, the study provides valuable insights not 
only into financial market behavior but also into the socio-political influence of 
prominent figures. The findings highlight that such individuals can meaningfully 
affect both specific stock prices and broader market indices, offering practical 
implications for investors, financial managers, and arbitrageurs who may leverage 
algorithmic tools to inform trading decisions. 

This study employs five variables—two independent and three dependents—to 
examine the market impact of President Donald Trump’s tweets. The independent 
variables are: (1) tweet sentiment (X1), represented as a dummy variable with 0 for 
negative and 1 for positive sentiment, and (2) time (X2), also a dummy variable 
indicating the event day (0) and the following day (1). These two variables are 
analyzed for their simultaneous effects on three dependent variables: abnormal return 
(Y1), trading volume activity (Y2), and volatility (Y3). The event study method is 
applied to assess market reactions, using estimation and event windows to calculate 
expected returns (Brans and Scholtens 2020; MacKinlay 1997), while panel data 
regression is used to determine whether Trump's tweets significantly affect stock 
performance before and after posting. The research aims to observe and investigate 
whether such tweets cause measurable changes in the three market indicators, thereby 
offering valuable insights for investors in making informed decisions based on 
political figures’ market-moving sentiments. 
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2. Theoretical Background 

Efficient Market Hypothesis (EMH): The Efficient Market Hypothesis (EMH), 
introduced by (Fama 2017) in The Journal of Finance, posits that asset prices fully 
and accurately reflect all available information at any point in time, making it difficult 
to consistently achieve returns above the market average on a risk-adjusted basis. The 
theory classifies market efficiency into three forms: the weak form, where prices 
reflect only historical price and volume data and align with (Bachelier 1900) Random 
Walk Theory; the semi-strong form, which incorporates all publicly available 
information including financial reports and news; and the strong form, which also 
includes private insider information. Both semi-strong and strong forms are grounded 
in (Muth 1961) rational expectations theory, suggesting markets rapidly incorporate 
new data. Empirical support for the semi-strong form is provided by (Benton and 
Philips 2020), who found that Donald Trump's tweets regarding U.S.–Mexico 
regulations significantly influenced the volatility of the USD–MXN exchange rate, 
especially after the tweets were posted, illustrating how political figures with 
regulatory authority can impact market behavior. 

Social Media Twitter: Social media’s evolution into a ubiquitous digital interface 
has redefined how individuals interact and process information, contributing 
significantly to public sentiment and financial decision-making (Power and Phillips-
Wren 2011; Zhong 2021). Twitter, in particular, exhibits measurable influence in 
shaping market behavior, with studies linking its sentiment to stock movements 
(Valle-Cruz et al. 2022). The SEC’s 2013 endorsement of Twitter as a formal 
disclosure tool further solidified its credibility within financial ecosystems (Brans and 
Scholtens 2020). Political figures such as Donald Trump have harnessed its 
immediacy, yielding varying market outcomes—some studies reported abnormal 
returns triggered by campaign tweets (Born, Myers, and Clark 2024) while others 
found negligible effects (Juma’h and Alnsour 2018). These divergent findings 
underscore the context-dependent nature of social media’s impact on capital markets. 

Investment, and Capital Market: Investment has become increasingly popular 
across generations—especially among younger demographics—as a means to build 
wealth, where its core principles emphasize capital preservation and adequate return, 
notably through long-term and diversified approaches (Graham and McGowan 2003; 
Malkiel 1997). Simultaneously, the capital market serves as a vital financial 
infrastructure enabling companies to raise funds via instruments like stocks and bonds, 
while offering investors avenues for returns through dividends or capital gains 
(Chisholm 2003; Rahmah 2019; Rechtschaffen 2009). Defined as a structured system 
for securities transactions(Abdurrachman 1982) and legally framed by (Undang-
Undang Republik Indonesia No. 8 Tahun 1995), it plays a dual role by facilitating 
business expansion and channeling surplus capital into diverse financial products, 
such as mutual funds and derivatives (Arifardhani 2020). 

Standard and Poor’s 500: The S&P 500 serves as a benchmark index representing 
the U.S. stock market through 500 leading domestic firms meeting stringent criteria 
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for size, liquidity, and financial viability (Dieterle 2017). Highlighting the growing 
relevance of digital communication, (Kim and Youm 2017) reveal that corporate 
engagement via Twitter can shape analyst recommendations—particularly when firm-
generated content aligns with growth narratives, while negative customer feedback 
gains influence under institutional amplification. These findings underscore social 
media’s evolving role in financial assessments, where both corporate messaging and 
public sentiment can inform investment discourse. 

Tweet Sentiment Analysis: Sentiment analysis—defined by (Liu 2020) as the study 
of opinions, emotions, and behaviors toward entities—is rooted in Natural Language 
Processing (NLP) and intersects with areas such as data mining, now expanding into 
multimodal domains. The term itself emerged from works by (Dave, Lawrence, and 
Pennock 2003; Nasukawa and Yi 2003). In political applications, sentiment scores 
have been linked to electoral trends (Bermingham and Smeaton 2011; O’Connor, 
Krieger, and Ahn 2010), though concerns remain about accuracy in platforms like 
Twitter (Chung and Mustafaraj 2011). In finance, sentiment analysis has proven 
predictive of market indices, with studies indicating that heightened emotional states 
often precede downturns, while subdued public mood can signal market recovery (Das 
and Chen 2007). 

Hypothesis and Conceptual Framework: 

Influence of sentiment tweet, and event-post day on abnormal return. 

In the book Mengenal Saham by (Wardhani 2022) defines abnormal return as the 
difference between actual return and expected return, calculated daily to assess stock 
price movements over specific timeframes. Similarly, (Hartono 2009) emphasizes that 
abnormal return represents the gap between actual and expected returns. (Brans and 
Scholtens 2020), in their study “Under His Thumb: The Effect of President Donald 
Trump’s Twitter Messages on The US Stock Market”, found that Donald Trump's 
negatively toned tweets significantly affected the abnormal returns of companies he 
mentioned, though positively toned tweets showed no significant effect, and the 
impact was only short-term (intraday). Supporting this, (Ajjoub, Walker, and Zhao 
2021) observed that for media companies, positive tweet sentiments had a significant 
effect on abnormal return, while negative ones did not; conversely, for non-media 
firms, negative tweets were impactful while positive ones were not. However, 
(Dumrongvachiraphan and Tangjitprom 2020) challenged the notion of purely short-
term effects, finding that negative tweet sentiments led to significant declines in both 
abnormal return (AR) and trading volume activity (TVA) up to two days post-
publication.  

Based on the research gap identified through the observations above, the author 
formulates the first and second hypotheses as follows: 

H1: There is a significant influence in abnormal return of S&P 500-mentioned and 
listed stocks on President Donald Trump's positive or negative sentiment-related 
tweets. 
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H2: There is a significant influence in abnormal return of S&P 500-mentioned and 
listed stocks on event day and one day after President Donald Trump's sentiment-
related tweets. 

Influence of sentiment tweet, and event-post day on trading volume activity. 

Trading volume reflects the level of market activity and is measured by the number 
of shares exchanged within a specific period relative to the total available for trading 
(Ge, Kurov, and Wolfe 2019; Husnan 2005), in their study “Do Investors Care About 
Presidential Company-Specific Tweets?”, found that Donald Trump’s tweet 
sentiments significantly impacted stock prices, volatility, investor attention, and 
trading volume, particularly when tweets mentioned specific public companies. They 
noted that these effects were more pronounced before his inauguration and often 
reversed in subsequent days, emphasizing the role of timing. In contrast, (Gjerstad et 
al. 2021) concluded that while Trump's tweets strongly influenced stock prices and 
market uncertainty, they had limited impact on trading volume when the tweet 
sentiment was positive. Similarly, (Kleczka 2020) found that Trump's company-
specific tweets affected trading volume only briefly, with effects dissipating within 
hours. These insights suggest that while trading volume reactions to political tweets 
may be short-lived, they hold potential for application in automated trading systems 
driven by social media sentiment. 

Based on the research gap identified through the observations above, the author 
formulates the second and third hypotheses as follows: 

H3: There is a significant influence in trading volume activity of S&P 500-mentioned 
and listed stocks on President Donald Trump's positive or negative sentiment-related 
tweets. 

H4: There is a significant influence in trading volume activity of S&P 500-mentioned 
and listed stocks on event day and one day after President Donald Trump's sentiment-
related tweets. 

Influence of sentiment tweet, pre-post event, and their interaction on volatility. 

In “Stock Market Volatility” by (Gregoriou 2009) defines stock market volatility as 
the degree of variation in stock prices over time, reflecting uncertainty or risk in the 
market. He emphasizes that volatility is dynamic and influenced by factors such as 
market sentiment, economic conditions, and investor behavior. (Guo, Jiao, and Xu 
2021), in their study “Trump’s Effect on the Chinese Stock Market”, found that 
Donald Trump’s tweet sentiments had significant impacts on financial markets, 
particularly stock prices, trading volume, and volatility, with trade war and tariff-
related tweets triggering negative reactions in both U.S. and Chinese markets, while 
gold prices rose. Similarly, (Nishimura and Sun 2025) discovered that Trump’s tweets 
had a persistent and positive influence on stock volatility in non-U.S. markets, 
including the UK, Germany, France, and the EU—highlighting the global reach of his 
sentiment. However, (Audrino, Sigrist, and Ballinari 2020), in “The Impact of 
Sentiment and Attention Measures on Stock Market Volatility”, analyzed sentiment 
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and attention data from platforms like StockTwits, news articles, and search engine 
queries. While these variables improved volatility forecasts, the economic 
significance was marginal, and their practical impact on volatility was limited and 
short-lived. 

Based on the research gap identified through the observations above, the author 
formulates the fifth and sixth hypotheses as follows: 

H5: There is a significant influence in volatility of S&P 500-mentioned and listed 
stocks on President Donald Trump's positive or negative sentiment-related tweets. 

H6: There is a significant influence in volatility of S&P 500-mentioned and listed 
stocks on event day and one day after President Donald Trump's sentiment-related 
tweets. 

Based on the definitions of variables and their interrelationships discussed previously, 
the researcher conceptualizes the research framework as follows: 

 

Figure 6. Conceptual framework 
Source: Output processed from original data using Canva 

 

3. Methodology 
 
This research adopts a quantitative approach (Balnaves and Caputi 2001) with both 
descriptive and exploratory purposes, aiming to explain the observed phenomenon 
and explore relationships or impacts on the dependent variable (Given 2008), 
particularly issues that require further investigation to find solutions (McNabb 2020). 
Methodologically, this study applies an event study approach, focusing on differences 
and impacts before and after a specific event (MacKinlay 1997). The event window 
follows (Brans and Scholtens 2020) and is divided into two periods: (1) event day 
(H0), when the tweet was posted before the stock market closed; and (2) post-event 
(H+1), the day after the tweet, following market opening. This study uses quantitative 
data with secondary sources (Trinh 2018). The population consists of companies listed 
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on the S&P 500 index (Bajpai 2009), while the sample includes companies meeting 
these criteria: (1) listed on the S&P 500 between 2016 and 2019; (2) explicitly 
mentioned by Donald Trump in his tweets; and (3) mentioned within a single tweet 
thread during the event window, with no other companies mentioned in the same 
tweet. Using the Python programming language on the Google Collaboratory 
platform, a program was executed to extract tweets explicitly mentioning companies 
listed in the S&P 500 index, resulting in the identification of 9,357 relevant tweets. 
The tweet population was then filtered using a sentiment analysis tool specifically 
designed for social media data, namely Tweet NLP. This tool has previously been 
applied in academic research by Hanh Nguyen Phuong (2022), who utilized it to 
analyze Twitter sentiment for predicting Bitcoin price volatility. The filtering process 
yielded 326 sentiment-bearing tweets that met the research criteria, comprising 29 
units of companies (cross-section) data which were subsequently used as the study 
sample.  
 
In Research in Education: A Conceptual Introduction, James H. McMillan and Sally 
Schumacher explain that there are at least four common multi-method strategies for 
data collection in quantitative research, namely: in-depth interviews, participant 
observation, completion techniques, and document studies (McMillan and 
Schumacher 2010). According to (Bungin 2007), document study in quantitative 
research is a method used to trace historical data, particularly within social research. 
The types and sources of data used in this study are categorized as follows: (1) the 
independent variable, X1 (sentiment), is derived from a publicly accessible archive of 
tweets from @realDonaldTrump prior to account suspension, available at 
https://www.thetrumparchive.com. Sentiments were classified as positive or negative 
using Natural Language Processing (NLP) tools, specifically the open-source Tweet 
NLP program, executed via Python on Google Collaboratory (Hasan, Maliha, and 
Arifuzzaman 2019; Lavanya et al. 2024; Olusegun et al. 2023; Weerasooriya, Perera, 
and Liyanage 2016). (2) The first dependent variable, abnormal return, uses data on 
actual stock prices, returns, and expected returns, sourced from Yahoo Finance, 
Bloomberg, and Python's `yfinance` library. (3) The second dependent variable, 
trading volume, includes daily transaction volumes and quarterly share outstanding, 
also collected from Yahoo Finance, Nasdaq, Bloomberg, and `yfinance`. (4) The third 
dependent variable, stock volatility, is calculated using daily high-low price data via 
a simple high-low range formula, with data accessed from the same financial sources. 
(5) Lastly, the reference stocks for the study are drawn from the S&P 500 Index, with 
component and sector information retrieved from Yahoo Finance. All data extraction 
was performed using Python programming within the Google Collaboratory platform. 
 
As previously explained, there are three dependent variables in this study, which are 
abnormal return, trading volume activity, and volatility. Mathematical calculations 
were conducted to obtain the data for each variable. To calculate abnormal return, the 
formula referenced in the study by (Strong 1992) was utilized, which is presented as 
follows:  

𝑨𝑹𝒕 = 𝑹𝒕 − 𝑬(𝑹𝒕) 
 
actual return (𝑅t) can be calculated using the formula as follows: 
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𝑹𝒕 =
𝑷𝒕 − 𝑷𝒕+𝟏
𝑷𝒕+𝟏

 

 
Several models can be utilized to calculate expected return; in this study, the author 
employed the market-adjusted model estimation method, as proposed by (Brown and 
Warner 1985) and (Schaltegger, Bennett, and Burritt 2006). The formula for 
calculating expected return (ERt) using the market-adjusted model, which was also 
applied in the study by (Anwar and Asandimitra 2018), is presented as follows: 
 

𝑹𝒊,𝒋 = 𝑹𝑴,𝒋 
 
The formula for calculating trading volume activity is as follows (Anwar and 
Asandimitra 2018): 
 

𝐓𝐕𝐀 =
𝒏𝒖𝒎𝒃𝒆𝒓	𝒐𝒇	𝒔𝒉𝒂𝒓𝒆𝒔	𝒊	𝒕𝒓𝒂𝒅𝒆𝒅	𝒂𝒕	𝒕𝒊𝒎𝒆	𝒕

𝒏𝒖𝒎𝒃𝒆𝒓	𝒐𝒇	𝒔𝒉𝒂𝒓𝒆𝒔	𝒊	𝒐𝒖𝒕𝒔𝒕𝒂𝒏𝒅𝒊𝒏𝒈	𝒂𝒕	𝒕𝒊𝒎𝒆	𝒕
 

 
The formula used to calculate volatility is as follows (Alizadeh, Brandt, and Diebold 
1999): 
 

𝑽𝒔,𝒕 = 𝒍𝒏(𝑯𝒕) − 𝒍𝒏(𝑳𝒕) 
 
All of those formulas are calculated using python language program to fasten the 
calculation. The panel regression model used to examine the effect of three dummy 
variables—tweet sentiment, and event time—on each dependent variable, namely 
Abnormal Return (AR), Trading Volume Activity (TVA), and Volatility (V), is 
divided into three formulas that will be determined for the fittest panel regression 
model by conducting three econometrical statistic tests model (Cameron and Trivedi 
2005; Watson and Teelucksingh 2002) which are Chow Test, Hausman Test, and 
Lagrange Multiplier Test as follows: 
 
Common Effect Model/Pooled OLS (Gujarati 2004; Webel 2011) : 
 

𝒀𝒊,𝒕 = 𝜶 + 𝜷𝟏 × 𝑿𝟏,𝒊,𝒕 + 𝜷𝟐 × 𝑿𝟐,𝒊,𝒕 + 𝜺𝒊,𝒕 
 
Fixed Effect Model (Best and Wolf 2013; Webel 2011): 
 

𝒀𝒊,𝒕 = 𝜶𝟏 + 𝜷𝟏 × 𝑿𝟏,𝒊,𝒕 + 𝜷𝟐 × 𝑿𝟐,𝒊,𝒕 + 𝜺𝒊,𝒕 
 
Random Effect Model (Best and Wolf 2013; Webel 2011): 
 

𝒀𝒊,𝒕 = 𝜶 + 𝜷𝟏 × 𝑿𝟏,𝒊,𝒕 + 𝜷𝟐 × 𝑿𝟐,𝒊,𝒕 + 𝒖𝒊 + 𝜺𝒊,𝒕 
 
Classical assumption testing is conducted to evaluate whether the applied regression 
model is appropriate for the research context (Juliandi, Irfan, and Manurung 2023). 
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Prior to conducting regression analysis and hypothesis testing, a series of classical 
assumption tests must be performed to ensure the model is free from assumption 
violations and satisfies the conditions required for producing a valid linear 
relationship (Waty et al. 2023). The types of classical assumption tests commonly 
employed in panel data regression include: (1) normalcy test (Shapiro and Wilk 1965); 
(2) multicollinearity test (Gujarati 2004; Hines, Montgomery, and Borror 2008); and 
(3) heteroskedasticity test (Gujarati 2004; Santoso 2000). Hypothesis testing is used 
to assess the influence of independent variables on dependent variables at a 5% 
significance level. This study uses two tests: the t-test (Semenick 1990) and the F-test 
(Tiku 1967), and coefficient determination R2 (Ozer 1985).  

4. Empirical Findings/Result 
 
Descriptive Statistic 
According to (Bajpai 2009) in his book “Business Statistics”, descriptive statistics is 
the process of summarizing and interpreting data to derive meaningful insights. When 
data is collected through surveys or studies, it often appears disorganized and difficult 
to comprehend. Descriptive statistics offers a set of tools—such as measures of central 
tendency like mean, median, and mode—as well as measures of dispersion including 
range, quartiles, and standard deviation, which help clarify data patterns and 
variability. These methods enable researchers to recognize underlying trends, thereby 
facilitating more accurate conclusions. 
 

Table 1. Descriptive Statistic 

Source: Output processed from original data usingm STATA 

The table above presents the statistical description of the research variables. The 
variables sentiment and time are ordinal in nature and are treated as dummy variables. 
Abnormal return is measured in percentage units based on stock price differences, 
trading volume activity is expressed in the number of shares traded, and volatility is 
measured using logarithmic units. The dataset comprises 326 observations. 
 
Panel Regression Model Specification Test 
 

Table 2. Result of Specification Test for Abnormal Return 
AR Prob > F Prob > chibar2 
Uji Chow 0.9966 

 

Uji Langragian-Multiplier 
 

1.0000 
Source: Output processed from original data using STATA 

Variables  Obs  Mean  Std. Dev.  Min  Max 
sentiment 326 .334 .472 0 1 
time 326 .5 .501 0 1 
AR 326 -1172.485 17742.189 -198627 44583 
TVA 326 2550000 4160000 321 37670987 
V 326 21613.233 14349.829 1183 147667 
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Since the values of Prob > F and Prob > chibar² exceed 0.05—specifically 0.9966 and 
1.0000 respectively—the appropriate panel data regression model for the dependent 
variable abnormal return is the Common Effect Model (CEM). 
 

Table 3. Result of Specification Test for Trading Volume Activity 
TVA Prob > F Prob > chi2 
Uji Chow 0.0000 

 

Uji Hausman 
 

0.9904 
Source: Output processed from original data using STATA 

Then, the value of Prob > F in the Chow test is less than 0.05 (0.0000), indicating the 
rejection of the Common Effect Model, and the value of Prob > chibar² is greater than 
0.05 (0.9904), suggesting no significant difference between the Fixed and Random 
Effect models, the appropriate panel data regression model for the dependent variable 
trading volume activity is the Random Effect Model (REM). 
 

Table 4. Result of Specification Test for Volatility 
V Prob > F Prob > chi2 
Uji Chow 0.0000 

 

Uji Hausman 
 

0.4435 
Source: Output processed from original data using STATA 

And, the value of Prob > F in the Chow test is less than 0.05 (0.0000), indicating that 
the Common Effect Model should be rejected, and the value of Prob > chibar² is 
greater than 0.05 (0.4435), suggesting that there is no significant difference between 
the Fixed and Random Effect models, the appropriate panel data regression model for 
the dependent variable volatility is the Random Effect Model (REM). 
 
Classical Assumption Test 
Normalcy Test 
Normality testing aims to determine whether the dependent and independent variables 
in a panel data regression model follow a normal distribution. A regression model is 
considered to meet the normality assumption when the data points align along the 
diagonal line, indicating distribution conformity (Juliandi, Irfan, and Manurung 
2023). According to (Waty et al. 2023), a well-specified regression model should 
exhibit normal distribution characteristics. In this study, the normality test is 
conducted using the (Shapiro and Wilk 1965), which suggests data are normally 
distributed when the significance value exceeds 5% (0.05), based on a 5% significance 
level.  

Table 5. Result of Normalcy Test 
Variable  Obs      W      V      z Prob>z 
AR  326     0.717    65.019     9.838     0.000 
TVA  326     0.649    80.477    10.341     0.000 
V 326     0.805    44.653     8.953     0.000 

Source: Output processed from original data using STATA 
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The table indicates that none of the variables used in the model exhibit a normal 
distribution, as all significance values fall below the 5% threshold (Prob>z < 0.05). 
This outcome is typical, considering panel data's inherent limitations in achieving 
normality and the asymptotic nature of its estimators (Baltagi 2021; Levin, Lin, and 
James Chu 2002). Nevertheless, the Central Limit Theorem (CLT) posits that the 
sampling distribution of the mean tends toward normality given a sufficiently large 
number of observations, regardless of the underlying data distribution. Hence, the 
normality assumption is not an essential prerequisite for panel data models 
characterized by asymptotic properties (Gujarati 2004).  
 
Multicollinearity Test 
Multicollinearity refers to a phenomenon in regression samples where independent 
variables—though not linearly related within the population—may appear correlated 
in specific analyzed samples (Gujarati 2004). Its presence is commonly assessed 
through the Variance Inflation Factor (VIF), which should remain below thresholds 
of 4 or 5 to indicate acceptable levels of multicollinearity (Hines, Montgomery, and 
Borror 2008). 

Table 6. Result of Multicollinearity Test 
Variabel VIF 1/VIF 
Sentiment 1.000 0.999958 
Time 1.000 0.999958 
Mean VIF 1.000  

Source: Output processed from original data using STATA 

It can be concluded that the dummy independent variables utilized in the analysis—
namely sentiment and time—do not exhibit signs of multicollinearity, as evidenced 
by their respective Variance Inflation Factor (VIF) values being below 10. 
Consequently, the independent variables in the panel data regression can be 
considered statistically independent from one another and are suitable for inclusion in 
the regression model. 
 
Heteroscedasticity Test 
Heteroskedasticity, derived from “hetero” (difference) and “scedasticity” 
(dispersion), refers to a condition in regression models where the variance of residuals 
varies across observations, in contrast to homoskedasticity, which implies constant 
variance (Gujarati 2004). It is diagnosed by examining residual patterns: if plotted 
points form a discernible pattern, heteroskedasticity is present; if the points are 
randomly scattered around zero on the Y-axis without a clear structure, 
heteroskedasticity is absent. A sound regression model should ideally exhibit 
homoskedasticity (Santoso 2000).  

Table 7. Result of Heteroskedasticity Test for Abnormal Return 
Breusch-Pagan/Cook-Weisberg test for heteroskedasticity  
Assumption: Normal error terms 
Variable: Fitted values of AR 

chi2(1) Prob > 
chi2 

H0: Constant variance 38.68 0.0000 

Source: Output processed from original data using STATA 
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The presence of heteroskedasticity in the abnormal return model, indicated by prob > 
chi2 = 0.0000, below 0.05 threshold, was addressed using Feasible General Least 
Square (GLS) regression for complex panel data (Hoechle 2007). For models with 
trading volume activity and volatility, the Random Effect Model was used, allowing 
classical tests to be bypassed, though robust regression was applied to control for 
potential autocorrelation (Agus and Imamudin 2014; Hoechle 2007; Napitupulu et al. 
2021). 
 
Panel Regression Analysis 

Table 8. Feasible Generalized Least Square Panel Regression for AR 
AR  Coef.  St.Err.  t-value p-value  [95% Conf  Interval]  Sig 
sentiment -280.662 673.712 -0.42 .677 -1601.114 1039.789  
time 2197.101 655.546 3.35 .001 912.253 3481.948 *** 
Constant -873.522 622.62 -1.40 .161 -2093.835 346.79  
 
Mean dependent var -1172.485 SD dependent var   17742.189 
Number of obs   326 Chi-square   11.413 
  Prob > chi2 0.0033 
*** p<.01, ** p<.05, * p<.1 

Source: Output processed from original data using STATA 

The panel regression results using the Feasible Generalized Least Squares (FGLS) 
method reveal a significant positive effect of the time variable (day H+1) on abnormal 
return, with a coefficient of 2197.101 and p-value of 0.001, indicating a positive 
market reaction following the tweet. In contrast, the sentiment variable shows a 
negative but statistically insignificant effect (coefficient = -280.662; p-value = 0.677), 
suggesting no influence on abnormal return. The constant value of -873.522 represents 
the average abnormal return on day H under negative sentiment. Overall, the model is 
statistically significant as indicated by the Chi-square test (χ² = 11.413; p = 0.0033), 
confirming joint contributions of the included variables to abnormal return variation. 
Table 9. Result of Random Effect Model with Robust Std. Err. Regression for 

TVA 
TVA  Coef.  St.Err.  t-value  p-value  [95% Conf  Interval]  Sig 
sentiment 324620.04 721243.23 0.45 .653 -1088990.7 1738230.8  
time 299226.92 164600.95 1.82 .069 -23385.008 621838.86 * 
Constant 2335062.9 562486.07 4.15 0 1232610.5 3437515.4 *** 
 
Mean dependent var 2549255.009 SD dependent var  4162144.309 
Overall r-squared  0.003 Number of obs   326 
Chi-square   3.606 Prob > chi2  0.165 
R-squared within 0.006 R-squared between 0.000 
*** p<.01, ** p<.05, * p<.1 

Source: Output processed from original data using STATA 

The panel regression results using a Random Effect Model with robust standard errors 
reveal a positive and marginally significant effect of the time variable (H+1) on 
trading volume activity (TVA), with a coefficient of 299.226 and a p-value of 0.069, 
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suggesting increased trading volume post-event. In contrast, sentiment shows no 
significant effect (p = 0.653). The constant value of 2,335,062 represents the average 
TVA on day H under negative sentiment. However, the overall model is not 
statistically significant (Chi-square = 3.606; p = 0.165). 
 

Table 10. Result of Random Effect Model with Robust Std. Err. Regression  
for V 

V  Coef.  St.Err.  t-value  p-value  [95% Conf  Interval]  Sig 
sentiment -.003 .001 -2.83 .005 -.005 -.001 *** 
time .001 .001 0.80 .425 -.001 .003  
Constant .022 .002 12.19 0 .018 .025 *** 
 
Mean dependent var 0.023 SD dependent var  0.014 
Overall r-squared  0.011 Number of obs   326 
Chi-square   8.624 Prob > chi2  0.013 
R-squared within 0.004 R-squared between 0.122 
*** p<.01, ** p<.05, * p<.1 

Source: Output processed from original data using STATA 

The random effect regression with robust standard errors reveals a significant negative 
impact of sentiment on volatility (V), with a coefficient of -0.003 and p-value of 0.005, 
indicating that positive sentiment contributes to lowering stock price volatility. 
Conversely, the time variable shows no significant effect (p = 0.425). The constant 
value of 0.022 reflects average volatility on day H under negative sentiment. Overall, 
the model is statistically significant, supported by a Chi-square test result of χ² = 8.624 
(p = 0.013). 
 
t-Test 
 
The T-test is a statistical method used to compare the means of two groups and 
determine if an observed difference or relationship is significant (Semenick 1990). 
Partial hypothesis tests (t-tests) from panel regression models indicate that the time 
variable significantly increases abnormal returns (AR) post-event (p = 0.001), leading 
to the rejection of H20 and confirming a positive market reaction the day after 
President Donald Trump's tweet. However, sentiment does not significantly affect AR 
(p > 0.05), nor does the constant differ meaningfully from zero, resulting in non-
rejection of H10. Regarding trading volume activity (TVA), time exerts a marginally 
significant positive influence (p = 0.069), supporting H40, while sentiment remains 
statistically insignificant (p = 0.653), sustaining H30. For volatility (V), sentiment 
displays a significant negative effect (p = 0.005), indicating that positive sentiment 
reduces stock price fluctuations, thus H50 is rejected, whereas time again shows no 
significant impact (p = 0.425), leaving H60 unrefuted. 
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F-Test 
 
The F-test determines whether independent variables jointly have a significant effect 
on the dependent variable. If the p-value is below 0.05, the null hypothesis (H₀) is 
rejected, indicating simultaneous influence (Tiku 1967). Building on the simultaneous 
hypothesis tests (F-tests), the Chi-square statistic from the FGLS model (χ² = 11.413; 
p = 0.0033) confirms that the sentiment and time variables jointly have a significant 
impact on abnormal return (AR), suggesting that tweets by President Trump can 
meaningfully influence market reactions the day after publication—even if not every 
variable shows significance individually. This underscores the market's 
responsiveness to both timing and tone of public communication. In contrast, the 
Random Effect Model yields a Chi-square value of 3.606 (p = 0.165) for trading 
volume activity (TVA), indicating that sentiment and time together do not 
significantly drive volume changes, despite partial indications. Meanwhile, the joint 
significance test for volatility returns a p-value of 0.013, signifying that sentiment and 
timing factors collectively shape fluctuations in stock prices, especially among 
companies explicitly mentioned in the tweets. These findings highlight the broader 
market relevance of influential public statements, not just in returns but also in 
volatility dynamics. 
 
Coefficient of Determination (R Square) 
 
R-squared (R²) measures how well a regression model explains data variation—higher 
values mean better fit, while values near 0 show weak explanatory power (Ozer 1985) 
Because the Feasible General Least Squares (GLS) panel regression model for the 
abnormal return (AR) variable does not display the R-squared value, the coefficient 
of determination must be calculated manually using the following formula: (Khorrami 
et al. 2025): 
 

𝑹𝟐 = 𝟏 −
𝑺𝑺𝑹
𝑺𝑺𝑻

= 𝟏 −
𝟏. 𝟎𝟏𝟕 × 𝟏𝟎𝟏𝟏

𝟏. 𝟎𝟐𝟒 × 𝟏𝟎𝟏𝟏
= 𝟏 − 𝟎. 𝟗𝟗𝟑𝟏 ≈ 𝟎. 𝟎𝟎𝟔𝟗 

 
The R² value of 0.0069 indicates that tweet sentiment and timing explain just 0.69% 
of abnormal return variation, while the remaining 99.31% is influenced by other 
unobserved factors. R-squared values of 0.003 for trading volume activity (TVA) and 
0.011 for volatility (V) indicate minimal explanatory power—just 0.3% and 1.1%, 
respectively. For TVA, within-company variation is barely explained (R² = 0.006), 
and between-firm variation is nearly absent (R² = 0.000). In contrast, the volatility 
model explains 0.4% of variation within firms and a more notable 12.2% across firms 
(R² between = 0.122). 
 
Low R² values in event-based financial studies are common and not necessarily a flaw; 
they reflect the complex and unpredictable nature of stock markets, which are 
influenced by various external factors such as macroeconomic news, investor 
expectations, and noise trading. In this context, a low R² signals the inherent difficulty 
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of capturing stock price variability using simplified models (Chang and Luo 2010; 
Polat and Sevil 2014). 
 
5. Discussion 
 
Hypothesis testing reveals that sentiment in President Donald Trump's tweets does not 
significantly affect abnormal returns of mentioned stocks, suggesting the market does 
not meaningfully differentiate between positive and negative tones. Within the semi-
strong form of the Efficient Market Hypothesis (EMH), this supports the view that 
public information is efficiently reflected in prices unless it introduces novel insights 
(Ajjoub, Walker, and Zhao 2021; Brans and Scholtens 2020). Conversely, the time 
variable shows a significant positive effect, indicating a delayed market reaction, 
which challenges EMH by implying that investors may require time to fully interpret 
tweet content. This finding aligns with previous studies (Anwar and Asandimitra 
2018; Born, Myers, and Clark 2024; Dumrongvachiraphan and Tangjitprom 2020; 
Guo, Jiao, and Xu 2021; Ranco et al. 2015). 
 
Hypothesis testing on the sentiment variable toward trading volume activity (TVA) 
indicates no significant impact of tweet sentiment—positive or negative—on the TVA 
of companies directly mentioned by President Donald Trump. This suggests the 
market did not exhibit substantial changes in trading behavior based solely on tweet 
tone. Within the framework of the semi-strong form of the Efficient Market 
Hypothesis (EMH), this aligns with the notion that public information, including 
statements from public figures, is efficiently absorbed by investors unless 
accompanied by materially new data (Gjerstad et al. 2021). Conversely, the time 
variable, representing post-event day, shows a positive and marginally significant 
influence on TVA, implying a delayed market response to tweet content. This delay 
suggests the market may require additional time to interpret potentially complex or 
politically nuanced messages, challenging the immediate reaction assumption of the 
semi-strong EMH (Ge, Kurov, and Wolfe 2019; Kleczka 2020). 
 
Hypothesis testing reveals that sentiment in President Donald Trump's tweets has a 
significant negative effect on stock volatility, indicating that positive sentiment 
contributes to market stabilization by reducing uncertainty and price fluctuations. This 
supports the semi-strong form of the Efficient Market Hypothesis (EMH), suggesting 
that markets efficiently incorporate not just the presence but also the emotional tone 
of public information into risk expectations (de Area Leão Pereira et al. 2018; 
Audrino, Sigrist, and Ballinari 2020; Benton and Philips 2020; Ge, Kurov, and Wolfe 
2019; Guo, Jiao, and Xu 2021; Nishimura and Sun 2025). In contrast, the time 
variable—distinguishing between event day and post-event day—shows no 
significant effect on volatility, indicating immediate market absorption of information 
without sustained price disruptions, consistent with prior findings (Sul, Dennis, and 
Yuan 2017). 
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6. Conclusions 
 
This study concludes that tweets by President Donald Trump do not consistently 
trigger immediate changes in stock market performance for directly mentioned 
companies. While tweet sentiment does not significantly affect abnormal return or 
trading volume, it has a significant negative impact on volatility, suggesting a 
stabilizing effect. Meanwhile, the post-event timing variable significantly influences 
abnormal return and shows marginal significance in trading activity. These findings 
highlight that the market may not operate in full alignment with the semi-strong form 
of the Efficient Market Hypothesis (EMH), as investor responses to public 
information appear delayed and selective. 
 
Future research is advised to incorporate more refined sentiment analysis techniques, 
such as polarity scales or machine learning-based methods, along with additional 
control variables like market conditions or macroeconomic factors. These 
enhancements would yield more comprehensive and precise insights into market 
reactions to public information shared via social media. 
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