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Abstract: 
 
Unemployment remains a persistent challenge in Bandung Regency, where labor market 
volatility reflects broader structural issues in West Java. Reliable forecasting of the Open 
Unemployment Rate (OUR) is therefore essential for designing evidence-based labor policies 
and anticipating future dynamics. This study employs annual  time-series data of OUR from 
2007 to 2024 (18 observations) sourced from the Central Statistics Agency (BPS). Using the 
Box-Jenkins ARIMA methodology, the analysis involved stationarity testing with the 
Augmented Dickey-Fuller test, model identification, parameter estimation, and diagnostic 
checking through the Portmanteau test. ARIMA(0,1,1) was selected as the most parsimonious 
model, yielding forecasts that project a decline in OUR from 6.36% in 2024 to 3.21% in 2029. 
While this projection suggests an optimistic labor market trajectory approaching the natural 
rate of unemployment, the result is contingent on economic stability and sustained 
interventions. The findings underscore the policy urgency of enhancing vocational training, 
aligning education with industry needs, and fostering labor-intensive investments to ensure 
the forecasted gains are realized. 
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1. Introduction 
 
Unemployment is a fundamental macroeconomic issue that not only reflects the health 
of an economy but also has broad social impacts, ranging from increased poverty to a 
potential rise in crime rates. This issue is a central concern in the global development 
agenda, particularly within the framework of Sustainable Development Goal (SDG), 
which targets decent work and inclusive economic growth (Siddikee et al., 2022). 
Therefore, the ability to project future unemployment rates becomes a vital instrument 
for governments in designing proactive and evidence-based policies. On the 
international stage, statistical forecasting methodologies, especially the 
Autoregressive Integrated Moving Average (ARIMA) model, have proven to be 
reliable tools. Studies in various countries, such as forecasting SDG indicators in 
Bulgaria and projecting the housing price index in Malaysia in line with the 2018-
2025 national policy objectives, demonstrate the effectiveness of ARIMA in capturing 
                                                             
1 Investment and One-Stop Integrated Service Agency, Bandung Regency Government, Indonesia. 

daniel.simamora.1998@gmail.com  



 
 

 

Daniel Simamora 
 3288 

  

historical data patterns to produce accurate short- to medium-term projections 
(Ionescu et al., 2021; Zamri et al., 2024). 
 
In the national context, Indonesia faces complex unemployment challenges, 
influenced by structural factors such as the quality of the labor force, minimum wages, 
and urbanization (Latifah et al., 2025). A significant body of research has confirmed 
the relevance and reliability of the ARIMA model for forecasting various economic 
indicators in Indonesia. Huruta (2024) comprehensively applied ARIMA to predict 
the national unemployment rate, yielding highly accurate projections (MAPE < 10%) 
relevant for long-term planning in anticipation of the demographic dividend. Other 
studies by Sulaiman & Juarna (2021) and Mahmudah (2017) also affirm that ARIMA, 
with its ability to handle non-stationary data through differencing, is well-suited for 
Indonesian unemployment data. The vulnerability of Indonesia's labor market became 
starkly evident during the COVID-19 pandemic, which caused a significant spike in 
unemployment due to economic slowdowns and mass layoffs, a phenomenon well-
documented by Krisnandika et al. (2021) and Darmawan & Mifrahi (2022). 
 
When the analysis is narrowed to the regional level, West Java Province presents a 
paradox. Despite being one of the main drivers of the national economy, the province 
consistently records one of the highest Open Unemployment Rates (OUR) in 
Indonesia. Research by Adipratomo et al. (2024) reveals a crucial finding that 
economic growth and the Human Development Index (HDI) in West Java do not 
significantly affect the reduction of OUR, while population growth exacerbates it. 
This indicates deeper structural problems, such as a skills mismatch and economic 
growth that is not labor-intensive. This finding is reinforced by Septiyanto & Tusianti 
(2020), who, through spatial analysis, found that the Labor Force Participation Rate 
(TPAK) and the Regency/City Minimum Wage are significant factors affecting OUR 
in West Java. These structural issues underscore that policies focused solely on 
increasing GRDP at the provincial level will not be sufficiently effective. Therefore, 
analysis at a more granular level, namely the regency or city level, becomes imperative 
for formulating more targeted interventions in addressing the research gap (Rayhan & 
Saputra, 2025). 

Table 1. Open Unemployment Rate (OUR) of Bandung Regency (2007-2024) 
Year Open Unemployment Rate (%) 

2007 17.37 

2008 14.40 

2009 12.27 

2010 10.69 

2011 10.42 

2012 11.60 
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Year Open Unemployment Rate (%) 

2013 10.12 

2014 3.94 

2015 4.03 

2016 8.89 

2017 3.92 

2018 5.07 

2019 5.51 

2020 8.58 

2021 8.32 

2022 6.98 

2023 6.52 

2024 6.36 

Source: Central Statistics Agency (BPS), processed 
 
Bandung Regency, as one of the main economic buffers in West Java, faces unique 
labor dynamics (Adipratomo et al., 2024). Historical OUR data in Bandung Regency 
from 2007 to 2024 show significant fluctuations, as presented in Table 1. High 
volatility is evident, with a sharp decline in 2014 and a significant spike in 2020 
coinciding with the COVID-19 pandemic. This unstable data pattern presents a 
challenge and a primary justification for conducting forecasting using a reliable 
statistical method. According to Huruta (2024), in this case, ARIMA is a feasible 
method to be used for forecasting local unemployment trends based on the available 
regional time-series data. By understanding future trends, the Bandung Regency 
Government can take anticipatory steps. Based on this background, this study 
formulates the following research question: What is the projection of the Open 
Unemployment Rate (OUR) in Bandung Regency for the 2025-2029 period based on 
historical data using the Autoregressive Integrated Moving Average (ARIMA) model, 
and what policy implications can be drawn from the forecasting results for the 
Bandung Regency Government? The main benefit of this research is to provide a 
quantitative, evidence-based tool that can be used by local policymakers to design 
more proactive, measurable, and responsive labor strategies for future labor market 
dynamics, in line with practices that have proven effective in various economic 
contexts. 
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2. Theoretical Background 

Open Unemployment Rate: From a theoretical perspective, Open Unemployment 
Rate (OUR) measures the percentage of the labor force that is jobless but actively 
seeking employment or preparing to start a business (Ahn & Hamilton, 2022). This 
indicator is a direct reflection of the gap between labor supply and demand in the 
market. Theoretically, the discourse on unemployment is dominated by two main 
schools of thought. The Classical Theory posits that the labor market, if left free, will 
always reach equilibrium at full employment through a flexible wage mechanism 
(Garegnani, 2024). In this view, unemployment is voluntary and temporary, arising 
from wage rigidity, such as the imposition of a minimum wage above the market 
equilibrium level or the power of labor unions demanding higher wages. When wages 
are forced above the equilibrium level, the quantity of labor supplied will exceed the 
quantity demanded, creating a labor surplus known as unemployment (Cairó et al., 
2022; Eeckhout & Weng, 2024) 

Conversely, the Keynesian Theory, pioneered by John Maynard Keynes, argues that 
unemployment can be involuntary and persistent (Kahn, 2022). According to Keynes, 
the primary cause is a lack of aggregate demand in the economy. A decline in 
aggregate demand suppresses production levels, which in turn reduces the demand for 
labor, thus creating unemployment even when wages are flexible. Within the 
Keynesian framework, the economy can become trapped in an underemployment 
equilibrium, where government intervention through expansionary fiscal and 
monetary policies is necessary to boost aggregate demand and restore the economy to 
full employment (Piluso & Colletis, 2021). 

In addition to these two main perspectives, modern theory classifies unemployment 
into several types for a more in-depth analysis (Bougrine, 2020). Frictional 
Unemployment is temporary and unavoidable, occurring when workers are in the 
process of moving from one job to another or when new graduates first enter the labor 
market (Axtell et al., 2019). It is considered a part of a healthy, dynamic labor market. 
Structural Unemployment arises from a fundamental mismatch between the skills 
possessed by the labor force and the qualifications required by industries (Adely et 
al., 2021). This type of unemployment is more persistent and is often caused by 
technological changes, shifts in the economic structure from agriculture to industry or 
services, or globalization. Addressing it requires long-term policies such as 
educational reform, reskilling programs, and enhancing labor mobility. Lastly, 
Cyclical Unemployment is unemployment that fluctuates with the business cycle or 
economic conjuncture. This unemployment increases during periods of recession or 
economic slowdown (when aggregate demand falls) and decreases during periods of 
economic expansion, consistent with the Keynesian view (Gertler et al., 2022). 

Research on the regional open unemployment rate (TPT) emphasizes that TPT is 
heterogeneous across regions and influenced by temporal dynamics (persistence) as 
well as spatial interdependence, meaning that changes in TPT in one area are often 
associated with patterns in neighboring regions (Mendez & Siregar, 2023). Cross-
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province and panel studies in Indonesia indicate that macroeconomic and structural 
variables such as regional economic growth (GRDP/GDP), inflation, regional 
minimum wage (UMR), human capital quality (HDI), and the level of investment 
(including FDI) have a significant influence on TPT fluctuations. These findings 
remain consistent in panel analyses and cross-sectional regressions examining the past 
decade (Siregar, 2022). 

In addition to macro determinants, the literature also highlights structural and labor 
market factors such as deindustrialization, shifts toward the informal sector, and skills 
mismatches as contributors to unemployment, particularly among youth. Research 
results show that open unemployment continues to be a major challenge in Indonesia, 
requiring policies that foster the creation of quality jobs and strengthen the linkages 
between vocational education and labor market needs (Grabowski & Self, 2020). 
Methodologically, this implies the necessity of conducting analysis and forecasting at 
more granular levels (province/regency/city) using time-series methods capable of 
capturing both temporal autocorrelation and space-time interdependencies. Empirical 
studies on unemployment in the forecasting context generally recommend combining 
approaches (e.g., ARIMA models) to produce more reliable projections for the 
formulation of regional policy interventions (Rayhan & Saputra, 2025). 

Economic Forecasting: Economic forecasting is the process of making predictions 
about future economic conditions using historical data and statistical or econometric 
models (Petropoulos et al., 2022). In the context of public policy, accurate forecasting 
is an essential foundation for effective decision-making, from government budgeting 
and setting inflation targets to planning for infrastructure and social development. 
Among the various methods available, the Autoregressive Integrated Moving Average 
(ARIMA) model, developed by Box and Jenkins, is one of the most established and 
widely used methodologies for time series analysis (Kontopoulou et al., 2023). 

The Box-Jenkins methodology is a comprehensive, iterative approach to finding the 
best ARIMA model to represent a time series data. This process consists of three main 
stages: identification, estimation, and diagnostic checking (Shumway & Stoffer, 
2017). The identification stage aims to tentatively determine the order of the 
ARIMA(p,d,q) model. This process begins with checking for data stationarity. A time 
series is said to be stationary if its mean, variance, and autocovariance do not change 
over time. Stationarity is a critical prerequisite as it allows historical data patterns to 
be used for future projections. Formal stationarity tests like the Augmented Dickey-
Fuller (ADF) test are used to detect the presence of a unit root in the data. If the data 
is non-stationary, a differencing process (order d) is performed until stationarity is 
achieved. Once the data is stationary, the autoregressive (p) and moving average (q) 
orders are identified by analyzing the patterns in the Autocorrelation Function (ACF) 
and Partial Autocorrelation Function (PACF) plots. Theoretically, for a pure AR(p) 
process, the ACF plot will decay exponentially or sinusoidally, while the PACF plot 
will cut off after lag p. Conversely, for a pure MA(q) process, the ACF plot will cut 
off after lag q, and the PACF plot will decay gradually. 
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The second stage is estimation, where the parameters of the tentatively identified 
model (coefficients ϕ for AR and θ for MA) are estimated. The commonly used 
estimation method is Maximum Likelihood Estimation (MLE), which finds the 
parameter values that are most likely to have produced the observed data. From 
several candidate models that may arise from the identification stage, the best model 
is selected based on the principle of parsimony (the simplest model that still 
adequately explains the data). Information criteria such as the Akaike Information 
Criterion (AIC) or Bayesian Information Criterion (BIC) are used as a guide, where 
the model with the lowest AIC/BIC value is preferred. 

The final stage, diagnostic checking, is the validation of the model to ensure that the 
chosen model is adequate. This check focuses on the analysis of the model's residuals. 
If the model has successfully captured all systematic information from the data, its 
residuals should be white noise—that is, random, uncorrelated, and normally 
distributed with a mean of zero and constant variance. A formal test like the Ljung-
Box Q-statistic is used to check for the absence of autocorrelation in the residuals. If 
the residuals do not meet the white noise assumption, the process must return to the 
identification stage to find a better model. Once the model is validated, it can be used 
to forecast future values. 

3. Methodology 
 
This study employs a quantitative approach with time series analysis to model and 
project the Open Unemployment Rate (OUR). The adopted methodology is designed 
to be replicable and to provide transparent and statistically accountable results. 
 
The data used in this research is secondary data in the form of annual Open 
Unemployment Rate (OUR) in Bandung Regency, measured in percent. The data 
spans 18 observations from 2007 to 2024. All data is sourced from the official 
publications of the Central Statistics Agency (BPS), which ensures the validity and 
reliability of the data used. The data is subsequently processed using the STATA 
version 17 application to generate the analysis. 
 
The primary analytical method applied is the Autoregressive Integrated Moving 
Average (ARIMA) model, which is part of the Box-Jenkins methodology. This 
method was chosen for its proven ability to analyze and forecast univariate time series 
data, especially economic data that often exhibit trends and autocorrelation patterns. 
The general form of a non-seasonal ARIMA(p,d,q) model can be mathematically 
represented as follows: 
 
(1−ϕ1B−⋯−ϕpBp)(1−B)dYt=c+(1+θ1B+⋯+θqBq)ϵt 
 
Where Yt is the value of OUR at time period t, p is the order of the Autoregressive 
(AR) component, d is the order of the differencing process to achieve stationarity, q 
is the order of the Moving Average (MA) component, ϕ is the parameter coefficient 
for the AR component, θ is the parameter coefficient for the MA component, B is the 
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backshift operator (BkYt=Yt−k), c is the model constant, ϵt is the white noise error term 
or residual at time t, assumed to be normally distributed with a mean of zero and 
constant variance. 
 
The analytical process in this study systematically follows the Box-Jenkins 
methodology, which consists of five main steps: 

1) Model Identification: This initial stage aims to determine whether the time 
series data is stationary and to identify the tentative order for the 
ARIMA(p,d,q) model. 
• Stationarity Test: Data stationarity, meaning the mean and variance of 

the data are constant over time, is a primary prerequisite for ARIMA 
modeling. A formal stationarity test is conducted using the Augmented 
Dickey-Fuller (ADF) test. The null hypothesis (H0) of the ADF test is 
that the data has a unit root (is non-stationary). If the probability (p-value) 
is greater than the significance level (α=0.05), then H0 is not rejected, 
and the data needs to be transformed through differencing (d) to achieve 
stationarity. 

• Determination of Model Order (p,q): Once the data is stationary, the 
tentative orders for the AR (p) and MA (q) components are identified by 
analyzing the Autocorrelation Function (ACF) and Partial 
Autocorrelation Function (PACF) plots of the differenced data. The 
patterns in these correlograms provide clues about potential models. For 
instance, if the ACF plot cuts off after lag q and the PACF plot tails off 
exponentially, it suggests an MA(q) model. 

2) Parameter Estimation: After several candidate ARIMA(p,d,q) models are 
identified, the model parameters (ϕ, θ, and c) are estimated using the 
Maximum Likelihood Estimation (MLE) method with the aid of statistical 
software. 

3) Model Evaluation and Selection: From the several estimated candidate 
models, the best model is selected based on the principles of parsimony and 
accuracy. The primary criteria used are the Akaike Information Criterion 
(AIC) and the Bayesian Information Criterion (BIC). The model with the 
lowest AIC and BIC values is considered the best, as it can explain the data 
well without using excessive parameters.3 Additionally, the Mean Absolute 
Percentage Error (MAPE) is calculated to measure the model's forecasting 
accuracy. 

4) Diagnostic Checking: The selected best model is then diagnostically checked 
to ensure that its residuals meet the white noise assumption (independent and 
identically distributed, with a zero mean and constant variance). A formal test 
is conducted using the Ljung-Box Q test. The null hypothesis (H0) of this test 
is that the residuals have no autocorrelation. If the p-value is greater than 0.05, 
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H0 is not rejected, which means the model is considered adequate and has 
successfully captured all systematic information from the data. 

5) Forecasting: After the ARIMA model is validated through diagnostic 
checking, it is used to forecast OUR values for the upcoming period, from 
2025 to 2029. The forecasting results are presented as point forecasts along 
with 95% confidence intervals to provide a range of uncertainty for the 
generated projections. 
 

4. Empirical Findings/Result 
 
Model Identification 
Data Stationarity Test 
The first step in ARIMA modeling is to ensure the time series data is stationary. A 
formal stationarity test was conducted using the Dickey-Fuller test. The test on the 
data at the initial level yielded a p-value of 0.0675, which is greater than the 0.05 
significance level. This indicates that the data is non-stationary. Therefore, a first-
order differencing process (d=1) was performed. After differencing, the Dickey-Fuller 
test was applied again, resulting in a p-value of 0.0003, which is significantly smaller 
than 0.05. Thus, the data became stationary after the first differencing, and the order 
of integration was set to d=1. The complete results of the stationarity test are presented 
in Table 2. 

Table 2. Dickey-Fuller Stationarity Test Results 
Data Level Z(t) Test Statistic Probability (p-

value) 
Description 

Level -2.739 0.0675 Non-Stationary 

First Difference -4.441 0.0003* Stationary 

Source: Data processing results with STATA 17, 2024, note: *Significance level 
α=0.05 
 
Determination of Tentative Model Order (p,q) 

 
Figure 1. ACF and PACF plots 

Source: Data processing results with STATA 17, 2024 
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Once the data was confirmed to be stationary at the first difference, the tentative orders 
for the Autoregressive (AR) and Moving Average (MA) components were identified. 
Analysis of the correlogram on the initial level data, as shown in the provided figure, 
displays an Autocorrelation Function (ACF) pattern that tails off slowly. This pattern 
is a strong indication of non-stationary data and reinforces the decision to perform 
differencing. Subsequently, after the differencing process, an analysis was conducted 
on the ACF and PACF plots of the differenced data. The ACF plot of the differenced 
data shows a significant spike at lag 1 and then cuts off, while the PACF plot shows a 
pattern that tails off gradually. This pattern is a strong characteristic of an MA(1) 
process, making ARIMA(0,1,1) the most potential model. To ensure the selection of 
the most optimal model, other candidate models such as ARIMA(1,1,0) and 
ARIMA(1,1,1) were also estimated for comparison. 
 
Parameter Estimation and Model Selection 
The parameters of the three candidate models were estimated, and the best model was 
selected by comparing the Akaike Information Criterion (AIC) and Bayesian 
Information Criterion (BIC) values. The model with the lowest AIC and BIC values 
is considered the most parsimonious and best-fitting model. Table 3 presents the 
estimation and comparison results of the candidate models. 
Table 3. Estimation and Comparison of Candidate ARIMA Models 

Model Coefficient Coefficient 
Value 

Std. 
Error 

z-
Statistic 

Prob. AIC BIC 

ARIMA(0,1,1) MA(1) -0.336 0.288 -1.17 0.244 85.338 87.838 

 Constant -0.598 0.417 -1.43 0.151   

ARIMA(1,1,0) AR(1) -0.144 0.305 -0.47 0.637 85.927 88.426 

 Constant -0.634 0.570 -1.11 0.267   

ARIMA(1,1,1) AR(1) 0.337 0.912 0.37 0.712 86.949 90.282 

 MA(1) -0.623 0.866 -0.72 0.472   

 Constant -0.577 0.600 -0.96 0.336   

Source: Data processing results with STATA 17, 2024 
Based on Table 3, the ARIMA(0,1,1) model shows the lowest AIC (85.338) and BIC 
(87.838) values compared to the other candidate models. Although the MA(1) 
coefficient and the constant in this model are not statistically significant at the 5% 
significance level (Prob. > 0.05), the model selection in the Box-Jenkins methodology 
prioritizes the information criteria (AIC/BIC) to obtain the most parsimonious model. 
Therefore, ARIMA(0,1,1) was chosen as the best model for forecasting. 
 
Diagnostic Checking 
The selected ARIMA(0,1,1) model was then diagnostically checked to ensure its 
residuals are white noise (random and have no autocorrelation). The Portmanteau (Q-
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statistic) test was performed on the model's residuals, and the results are presented in 
Table 4. 

Table 4. Residual Diagnostic Test Results (Portmanteau Test) 

Statistic Value Degrees of 
Freedom (df) 

Probability 

Portmanteau (Q) 4.2841 6 0.6383 

Source: Data processing results with STATA 17, 2024 
The test results show a probability value of 0.6383, which is much larger than the 0.05 
significance level. This means the null hypothesis that the residuals have no 
autocorrelation is not rejected. In other words, the residuals are random, and the 
ARIMA(0,1,1) model is adequate in explaining the historical data patterns and is 
suitable for forecasting. 
 
Forecasting 
After validation, the ARIMA(0,1,1) model was used to project the OUR of Bandung 
Regency for the period 2025–2029. The forecasting results are presented in Table 5. 
Table 5. Projection of Open Unemployment Rate (OUR) in Bandung Regency 

(2025-2029) 
Year Projected OUR (%) 

2025 5.60 

2026 5.01 

2027 4.40 

2028 3.80 

2029 3.21 

Source: Data processing results with STATA 17, 2024 
The new forecasting results show a much faster and more significant downward trend 
in OUR. The projection indicates that OUR will decrease from 6.36% in 2024 to 
5.61% in 2025, and continue to decline drastically to 3.21% by 2029. This significant 
reduction over five years presents a very optimistic outlook for the labor market 
conditions in Bandung Regency, as shown in Figure 2. 
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Figure 2. Forecast graph of OUR in Bandung Regency (2025-2029) 

Source: Data processing results with STATA 17, 2024 
 
5. Discussion 
 
The forecasting results present a notably optimistic scenario for the labor market in 
Bandung Regency, projecting a sharp and consistent decline in the Open 
Unemployment Rate from 5.61% in 2025 to 3.21% by 2029. A OUR of 3.21% is 
exceptionally low and approaches what economists define as the "natural rate of 
unemployment," which primarily consists of unavoidable frictional and structural 
unemployment. According to Eeckhout & Weng, (2024), this suggests a potential 
transition towards a highly efficient labor market where cyclical unemployment, as 
described by Keynesian theory, is minimized. If realized, this would signify a robust 
economic recovery and strong labor absorption capacity within the regency. 
 
However, this optimistic projection must be interpreted with considerable caution, 
especially when contextualized with the broader literature and the model's inherent 
limitations. The forecast appears to contradict the established paradox in West Java, 
where studies have shown that high economic growth does not always translate into 
significant reductions in unemployment due to deep-seated structural issues like skills 
mismatch. 
 
An evaluation of the model points towards the latter. First, the ARIMA model is 
univariate, meaning its forecast is based solely on the past patterns of the 
unemployment data itself, without considering external causal factors such as 
investment levels, specific government policies, or shifts in industrial structure. 
Second, the historical data is extremely volatile, with sharp shocks such as the 
significant drop in 2014 and the spike in 2020. A model trained on such data can be 
heavily influenced by the most recent trend in this case, the strong recovery post-2020 
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and may extrapolate this short-term momentum into the future without the ability to 
account for potential new shocks. 
 
Therefore, the primary policy implication is not one of complacency but of proactive 
vigilance. The forecast should be viewed not as a guaranteed outcome but as a 
potential best-case scenario that can only be achieved under stable economic 
conditions and with effective, sustained policy interventions. The optimistic 
projection should motivate policymakers to aggressively address the known structural 
impediments to employment. This includes strengthening vocational training centers 
to reduce skills mismatch, further aligning educational curricula with industry 
demands, and creating an attractive environment for labor-intensive investments. The 
forecast provides a target, but achieving it requires deliberate action to build a resilient 
and adaptive labor market that can weather future uncertainties and make this 
optimistic trend a reality. 
 
6. Conclusions 
 
This study successfully developed and validated a forecasting model for the Open 
Unemployment Rate (OUR) in Bandung Regency using the ARIMA methodology 
with annual time series data from 2007 to 2024. Based on a series of identification, 
estimation, and validation processes, the ARIMA(0,1,1) model was selected as the 
most suitable and parsimonious model. Based on this model, the projection for the 
2025–2029 period shows a very significant and optimistic downward trend in the 
OUR. The unemployment rate is projected to decrease drastically from 5.61% in 2025 
to 3.21% in 2029, indicating the potential for a very rapid improvement in labor 
market conditions. 
 
The main implication of this finding is that although labor market conditions are 
projected to improve, the gradual rate of improvement is not sufficient to significantly 
reduce the unemployment rate in the medium term. This sends a strong signal to the 
Bandung Regency Government that relying on existing economic trends will not be 
adequate. Therefore, targeted and proactive policy interventions are needed. Some 
policy recommendations for regional government that can be drawn are: first, to 
intensify job creation programs focused on labor-intensive and highly competitive 
sectors to accelerate labor absorption. Second, given the high uncertainty reflected in 
the wide confidence intervals, the government needs to strengthen social safety nets 
and adaptive labor policies to increase the resilience of the labor market to potential 
future economic shocks. Third, to align the curricula of formal education and 
vocational training with the real needs of local industries to address the problem of 
skills mismatch, which is one of the root causes of structural unemployment. 
 
This study has limitations that must be acknowledged. As a univariate model, ARIMA 
can only forecast based on the internal patterns of historical data and cannot 
incorporate or explain the influence of external causal variables such as economic 
growth, investment, inflation, or education levels. The high volatility in the historical 
data also limits the precision of long-term forecasting. 



 
 

 

Daniel Simamora 
 3299 

  

 
For future research, the use of multivariate econometric models such as Vector 
Autoregression (VAR) or Vector Error Correction Model (VECM) is recommended 
to analyze the dynamic relationships between OUR and other macroeconomic 
variables. Additionally, panel data analysis combining data from across regions in 
West Java, as has been done in some reference studies, could provide a deeper 
understanding of the determinants of unemployment at the local level, thereby 
generating more specific and effective policy recommendations. To improve the 
accuracy of the analysis, future studies may use higher-frequency data such as 
monthly or quarterly data. The use of Machine Learning may also be considered to 
enhance the accuracy of the analysis. 
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