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ABSTRACT

In the current era of modernization, online shopping has become a habit of the people, and is closely related to freight forwarding services in charge of delivering online shopping items from the seller to the buyer. So that buyers need a fast and safe delivery service to ensure the goods sent on time to their destination. Customer satisfaction is one of the most important factors in the shipping business. However, there are several obstacles that occur in the field that cause delays in the delivery of goods. Therefore, one solution that can be used to overcome this problem is to use data mining technology to predict delivery times. Using 1,000 datasets consisting of 4 Attributes, data processing will be carried out with prediction techniques using the Linear Regression algorithm. By utilizing data when the goods are taken, when the goods are on the way, until they reach the buyer, they can produce forecasts or predictions and produce several analyzes so that in the future there will be no delivery delays. Based on the RMSE (Root Mean Square Error) value which serves to generate the level value the error of the prediction results using this method and in an RMSE value of 0.370 %. It can be concluded that using the Linear Regression algorithm is proven to be accurate in predicting delivery times.
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1. Introduction

The use of freight forwarding services has now become a need for every community so that it has increased. With online shopping to various personal and company shipments. Every consumer needs a fast and safe delivery service to ensure that the goods sent arrive on time and safely arrive at their destination (Laia et al., 2018; Öztürk & Başar 2022). There have been many shipping service companies that have emerged and then developed to compete in capturing the market in the modern era as it is today, with a very rapid level of economic and technological development, one of which is PT XYZ which is one of the companies engaged in the delivery of goods by having branch offices spread in every city in Indonesia (Pink & Djohan, 2021; Widiyanto, et al., 2021).

Due to the large number of goods that must be delivered, PT. XYZ has difficulty in achieving the specified travel time until the goods are received by the customer in order to provide customer satisfaction. Efficient delivery will have a positive impact on business development. Goods that reach customers faster will certainly provide space for the company to carry out quality control of the goods sent, so that the company can grow. So we need a Data Mining method that can complete and optimize performance with the aim of increasing customer satisfaction (Hertina, et al., 2021). Based on the discussion of these conditions, the author tries to offer a strategy to deal with delays in delivery of goods, using Rapid Miner application tools and Data Mining Prediction analysis with the concept of the Linear Regression Algorithm (Gilyén, et al., 2022; Artin, et al., 2021; Emioma & Edeki, 2021).

Systematic Literature Review (SLR) is a systematic literature review method that functions to identify, and interpret findings on a research topic to answer the research question that has been determined (Kumar, et al., 2021; Ahmad & Alsmadi, 2021). This survey methodology is based on PICOC (Population, Intervention, Comparison, Outcomes, Context) as an identification of information needs from previous research sources in the following table (Camargo, et al., 2021):
Table 1 - PICOC review

<table>
<thead>
<tr>
<th>Implementation Of Data Mining Prediction Delivery Time Using Linear Regression Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
</tr>
<tr>
<td>Intervention</td>
</tr>
<tr>
<td>Comparison</td>
</tr>
<tr>
<td>Outcomes</td>
</tr>
<tr>
<td>Context</td>
</tr>
</tbody>
</table>

2. Research Methods

The algorithm used in this study is the Linear Regression Algorithm (Kohli, et al., 2021; Cosenza, et al., 2021). The shipping data will be processed to get an error value and can be used as a reference in predicting the delivery time of goods. The type of research that researchers do is qualitative research. Qualitative research is research that uses more analysis. The process that is more emphasized in this type of research is the theoretical basis used as a guide so that the research focus is in accordance with the facts on the ground. In addition, the theoretical basis also has a role to provide an overview of the research background and as a material for discussion of research results.

In this study, the process and meaning use more focus on research based on facts in the field. Data analysis in qualitative research is interpreted as an effort to systematically search and organize notes from observations, interviews, and literature studies to increase the researcher's understanding of the case under study and present it as findings.

In general, qualitative research obtains data from interviews and observations. Then the researcher will then analyze the data obtained in detail, and come up with a new theory or concept if the research results contradict the theories and concepts used. In this study, several stages of research will be carried out. In this study, several stages of research will be carried out as shown in Figure 1:

Fig. 1. Stages of Methodology Application

Data collection is also supported by observations and interviews with related parties in the field as well as library data collection as a reference from previous research.
1) Observation

Observation is a data collection technique that is carried out by systematically recording and observing the PT. XYZ. With this field observation study, the researcher obtained material that is quite accurate and relevant and very helpful in writing this research.

2) Interview

Interview is a method or technique used to obtain data by conducting oral question and answer directly to the Staging Store Leader. The form of information obtained can be in the form of writing, or audio-visual recordings.

3) Literature review

Literature study or literature study is the first step in data collection activities. This can be done by reading scientific journals, recording and processing literature, books, and reports on previous research materials to obtain information and search for data on the internet. Below are some of the results of definitions of important terms obtained from literature studies and related to research:

a. Data Mining

Data Mining is a process to obtain useful information from a large database that needs to be extracted so that it becomes new information and can assist in decision making (Nofitri & Irawati, 2019)

b. Prediction

According to the Big Indonesian Dictionary, prediction is the result of predicting or estimating future values using past data. Prediction shows what will happen in a given situation and is an input for planning and decision-making processes. Understanding Prediction is the same as forecast (Bengnga & Ishak, 2018).

c. Linear Regression

Linear Regression is used to estimate or predict the relationship between two variables in qualitative research, an approach to establish the relationship between one or more dependent variables (simple linear regression) as well as the independent variables (multiple linear regression). Assuming that the relationship between these variables can be approximated by a straight-line equation, the model that approximates the relationship between variables in the data is referred to as linear regression stabilization (Hafizah et al., 2019).

d. Dataset

Dataset or Data Set is a collection of data that is used as the goal of some learning for a particular machine. There are 2 categories of datasets: public and private. (Jukes, 2018). Datasets have attributes that function as factors or parameters that cause classes, labels, and targets to occur. The current trend of data mining research is to test the methods developed by researchers with public datasets, so that research can be comparable, repeatable and verifiable. (Liantoni, 2016)

e. CRISP-DM

CRISP-DM (Cross Industry Standard Process for Data Mining) is a standardization of data mining processing that has been developed where the existing data will pass through each structured and defined phase clearly and efficiently (Hasanah et al., 2021).

f. Rapidminer

Rapidminer is a leading and well-known open-source based data mining application. It includes stand-alone applications for data analysis and as a data mining engine such as for data loading, data transformation, data modeling, and data visualization methods (Baihaqi et al., 2021).

3. Results and Discussions

Based on the stages of applying the methodology, the researchers implemented the Crisp DM design as a test model, and the Linear Regression Algorithm as a data mining method in this research. In this study, the test design carried out using the Cross-Industry Standard Process for Data Mining or CRISP-DM is one of the datamining process models (datamining framework) (Zhang, 2021; Saltz, 2021). The following is an image of the test scheme on CRISP-DM:
In this study using a test model to get good and maximum research results. Before doing data processing and testing the Linear Regression algorithm, the first step that must be done is to implement a data mining test model. The data processed by the CRISP-DM test model will go through several phases in it (Schröer, et al., 2021). There are 6 stages in CRISP-DM, which are described in detail as follows:

3.1 Stages of Business Understanding

Freight forwarding service both in the national and international scope are currently required to have advantages in being competitive, namely by improving the quality of their services. In order for good service to be achieved, it is influenced by the speed of delivery of goods on time and safely when it reaches the recipient. With so many packages, the delivery times are different, so some arrive on time and some don’t. Delivery of goods that are not on time can be an important note for shipping companies.

3.2 Stages of Data Understanding

All data that has been collected is 1000 data. The data used in this study is data on delivery of goods at PT.XYZ within a span of 1 day. This data collected from the existing information system in the Management Information System (MIS) division. Not all attributes of the delivery data are used, researchers only use 3 attributes consisting of Pickup Time, Claim Delivery Time, and Delivered Time. The AWB attribute is not used because this attribute is not needed in the research data to predict delivery time, so it only requires 3 attributes. Here is a breakdown of all the attributes:

1. **Pickup Time** or Goods Pickup Time is the time of goods pick-up service so that it uses the date time data type.
2. **Claims Delivery Time** or Time of Claiming Delivery is the time when the courier starts distributing the package of goods and has a date time data type.
3. **Delivered Time** or the time when the goods have arrived at their destination and are received by the recipient using the date time data type.

3.3 Stages of Data Preparation

In this stage, the data is prepared in advance by using pre-processing techniques, namely the raw data is converted into a form that is easier to understand. Using this technique the data is cleaned, the attributes that do not need to be used in the analysis process, such as the AWB attribute, will be removed. Here are the steps in doing pre-processing:
3.4 Stages of Modeling
At the modeling stage, are make a prediction model, which is to predict the delivery time of goods. At this stage, you can use read excel to import data sets, cross validation to share training and testing data, and excel writer to export the results of data processing in the cross validation process. The following is a process model that is formed on Rapid Miner using the Linear Regression algorithm:

Linear regression will generally make predictions based on pre-existing values.
3.5 Stages of Evaluation

After modeling, the next step is to evaluate the cross validation process by applying a linear regression algorithm, the way it works is to evaluate the performance of the algorithm where the data is separated into two subsets, namely the data of the learning process (training) and data validation (testing). The following are the results of the evaluation of the model that has been created with this algorithm.

The performance operator is used to evaluate the performance of a model that provides a list of performance criteria values automatically according to a given task. From the vector in Figure 5, the error value obtained is 0.370. Performance measurement is done by calculating the average error that occurs through the amount of Root Mean Square Error (RMSE). The smaller the value of each of these performance parameters, the closer the predicted value to the actual value.
The following is an export of the results of the predicted time that has been converted into excel form. In the data below, the results of prediction delivered time are not much different from the actual data results at delivered time.

### Fig 7. RMSE Nilai Value Results

The results of prediction delivered time are not much different from the actual data results at delivered time.

### Fig 8. Prediction Time Results

3.6 Deployment Stages

The Deployment stage is carried out after the evaluation stage. A detailed assessment of the results of a model is carried out with the implementation of the entire model that has been built. In addition, adjustments were made to the model so that it can produce a result that is in accordance with the initial target of this study. So that the delivery time prediction data based on the modeled test and testing data is easy to understand, it is necessary to visualize the data into a dashboard diagram or graphic display.

### Fig 9. Display Data Visualization
4. Conclusion

Based on the results of research from the application of data mining to predict the delivery time of goods using the Linear Regression algorithm at PT XYZ, it can be concluded that: The processed data is data obtained in 1 day of delivery with a total of 1000. The processed data produces a coefficient value for pickup time of 0.135 and claim delivery time of 0.744. Factors that affect the prediction results are the attributes of pickup time and claim delivery time, by making delivered time as a label. The results of the summary model that is formed in the delivered time prediction process with the Linear Regression Algorithm produces an RMSE of 0.370, it can be concluded that The smaller the RMSE value of each of these performance parameters indicates the closer the predicted value to the actual value.
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