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ABSTRACT  

Edelweiss is a plant that grows at a height, and is known as a perennial flower because it has beautiful 

petals and does not wilt easily. Although edelweiss in Indonesia is still in the same family as Leontopodium 

Alpinum, it turns out that the type of edelweiss found in the mountains of Indonesia is different from 

edelweiss found abroad. Therefore, in this study, an image processing system was developed that can 

classify the types of edelweiss flowers based on their image using Linear Discriminant Analysis to classify 

data into several classes based on the boundary line (straight line) obtained from linear equations. In this 

study, the types of edelweiss flowers used in this study were Anaphalis Javanica and Leontopodium 

Alpinum, the two types of edelweiss flowers were distinguished based on their color characteristics using 

hue and saturation values. The images used are 1500 images for training data and 450 test data images 

with a training and test data ratio of 70:30, so that the accuracy produced in the testing process is 99.77% 

in the Linear Discriminant Analysis method. 
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1. Introduction  

The edelweiss flower or perennial flower is actually a Leontopodium Alpinum flower 

found in the highlands of the Alps. In Indonesia, edelweiss flowers were first discovered in 1819 

by a naturalist from Germany named Georg Carl Reinwardt on the slopes of Mount Gede. 

However, the name edelweiss comes from German, which consists of the words edel (noble) and 

white (white). Translated into Indonesian, it means "high white flower" (Kiswantoro and Susanto, 

2021; Martin & Susandi, 2022).  

The splendor of this white flower is then used as a sign or sign of eternal love. Not only 

that, the beauty of this eternal flower can also be a magnet for climbers to use as selfies.  Although 

edelweiss flowers in Indonesia are still in the same family as Leontopodium Alpinum, it turns out 

that the types of edelweiss found in the mountains of Indonesia are different from the types of 

edelweiss found abroad. Types of Edelweiss Flowers Anaphalis javanica is one type of edelweiss 

flower that is often found by Indonesian mountain climbers (Kiswantoro and Susanto, 2021; 

Hanafi, et al., 2019). 

The crown of Javanese edelweiss consists of hundreds of small, round white flower buds 

that are not pointed. In the center is a yellow "flower head". Edelweiss colors such as brown, blue 

and pink are the result of artificial dyes. In contrast to edelweiss anaphalis javanica, European 

edelweiss is an edelweiss flower that is easily found in the Alps. This plant is widespread in 

Alpine countries such as Austria, Germany, Italy, France, and Switzerland. This perennial flower 

has a different shape from the Javanese edelweiss. In one flower of Edelweiss Leontopodium 

Alpinum there are 500 to 1,000 flower buds with 2 to 10 "flower heads" surrounded by spiky 

velvety white leaves (Kiswantoro and Susanto, 2021). 

In this study, the color feature extraction used is feature extraction based on hue and 

saturation values. Color feature extraction with HSV is used to obtain various information from 

the color in the image to facilitate the identification process. HSV (Hue, Saturation, Value) is a 

type of perceptual color space. HSV has cylindrical coordinates, which consists of three color 

channels namely Hue, Saturation and Value. In addition, LDA will achieve optimal projections 

to be able to enter spaces with smaller dimensions and look for patterns that can be separated to 

group them from contour lines obtained from linear equations(Kiswantoro and Susanto, 2021).  
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Classification is the process of finding a model that can divide the data by class, and is 

divided into two phases: a training phase (learning) and testing to understand how the categories 

of data are known to improve. The model exposure assessment phase is the result of the training 

phase using the new data as test data. The result of this phase is the level of accuracy/performance 

of the model when predicting unknown class data, especially test data (Antoko, et al., 2021; 

Hanafi et.al, 2019; Kartika Wisnudhanti, 2020). 

Digital Image Processing Image is a two-dimensional matrix resulting from a continuous 

two-dimensional analog image into a discrete image through a sampling process. An image can 

be represented in the form of a two-dimensional matrix (with two variables x and y), where x and 

y are spatial coordinates and f (x, y) is the image at those coordinates. The smallest signal unit of 

the matrix is called a pixel (Hashari et.al, 2018). 

Machine learning is a computational algorithm or computer process that works based on 

historical data to improve performance in creating predictors. In machine learning, there are three 

learning methods, namely unsupervised learning, supervised learning, and reinforcement 

learning(Pradika, et al., 2020). In unsupervised learning, the training data used does not yet have 

a class, so the data are grouped based on the same characteristics. Supervised learning is a learning 

method for training data that already has classes. Furthermore, the reinforcement learning will 

look for the right steps in order to obtain the right predictions and in accordance with the existing 

conditions (Pratama et.al, 2018). 

 

Fig 1, Linear Discriminant Analysis (Source: https://media.geeksforgeeks.org) 

Linear Discriminant Analysis (LDA) was first applied to the facial recognition process by 

Etemad and Chellapa. Linear Discriminant Analysis works based on scatter matrix analysis which 

aims to find an optimal projection that can maximize the spread between classes and minimize 

the spread within the face data classes. The LDA algorithm has almost the same matrix calculation 

characteristics as PCA(Prasetiyanto, et al., 2022; Putra, 2017). The basic difference is that in 

LDA, there is a minimum difference between the images in the class. The difference between 

classes is represented by the Sb matrix (scatter between class) and the difference within the class 

is represented by the Sw matrix (scatter within class). The covariance matrix is obtained from the 

two matrices. To maximize the distance between classes and minimize the distance within the 

class, a discriminant power is used (Ramdhani, 2015). 

Data Augmentation is the process of enriching training data which aims to avoid the 

appearance of overfitting. The data augmentation process consists of several stages, namely 

horizontal flip, shear range, and zoom range. Shear range and zoom range itself has a value of 

0.2. The horizontal flip stage works to increase the amount of training data by rotating the image 

or image horizontally by 90 degrees. The Shear range stage applies the shear transformation 

method, which is to add variations to the image by rotating the image to a certain degree, and the 

zoom range step is to enlarge the image to a certain scale from the original image (Naufal and 

Kusuma, 2021; Fadillah et al., 2021; Harahap & Muslim, 2018; Nana, et al., 2022). 

Based on the background of the problem that has been described, this research will build a 

classification system for the types of edelweiss flowers. The system built can distinguish the types 

of edelweiss flowers with a digital image processing approach. Where the color feature extraction 
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will be carried out based on the hue and saturation values and then the extraction results will be 

classified using Linear Discriminant Analysis (LDA)( Nurhalimah, et al., 2020). 

 

2. Research Methods 

Research Stages 

 

Fig 2. Research Stages 

Systematic and structured research must be carried out throughout the research stages so 

that the research is right on target and in accordance with the research objectives. This research 

consists of several stages to conduct research so that it can be carried out properly which can be 

seen from Figure 2. At the initial stage is to collect datasets from two types of edelweiss flowers 

which will be used as training and test data. This phase is very important because dataset 

availability is an important factor for image processing performance. The quality and number of 

records affect the classification results, so preparation is needed at the time of collection. From 

the data set that has been collected, then the data augmentation process is carried out to 

significantly increase the diversity of the data set that has been obtained without losing the essence 

or essence of the data(Sanjaya & Ayub, 2020). So in this study the dataset used consisted of 1950 

images, then the dataset was divided into 70%. 30% training and testing to determine the structure 

of the model. Therefore, the training data used are 1500 training data and 450 test data. After 

collecting the dataset and augmentation data, the next step is to perform an image transformation 

using the L*a*b color space, which is intended to digitally identify color content. The steps taken 

are to change and change the image color space from RGB to XYZ. In addition, the resulting 

RGB color value is used as a value to calculate the L*a*b* value. After the image transformation 

is done, the next step is to perform image segmentation which serves to separate one object from 

another. Separation is carried out based on regional boundaries that have the same shape or layout. 
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The output of this process is a binary image with a value of 1 (white) for the desired object and a 

value of 0 (black) for the background. Image segmentation in this paper uses thresholding 

technique. The process of transforming an image into binary format so that the feature extraction 

process can be easily carried out. The next step is to increase the information for feature extraction 

by using HSV color features based on hue and saturation values(Sentosa, et al., 2022).  

Color feature extraction with HSV is used to obtain different information from colors in an 

image to facilitate the identification process. After HSV feature extraction, color feature 

information is obtained for the identification process in the LDA algorithm. LDA maintains the 

information index area, but includes more classes. Classes are separated with the aim that this 

condition increases the distance between classes and reduces the distance of information 

processing in the classroom. The number of features produced by LDA depends on the number 

of classes and the number of poses performed. After all the stages are carried out in the last stage, 

a test will be carried out to see how well the built model works. In this phase, the validity of the 

developed algorithm or model is tested(Sinulingga, et al., 2016). 

 

LDA Methods  

This edelweiss flower classification system uses the LDA method. The purpose of Linear 

Discriminant Analysis is to classify objects into one of two or more groups based on various 

features that describe the class or group(Husein & Harahap, 2017). The edelweiss flower 

classification process consists of a training process and a classification process. To carry out the 

training process, the covariance matrix in the SW class is first searched, and the covariance matrix 

between the SB classes is defined as follows: 

 

 

 

( 

Where : 

Xk : image k, 

Ni  : number of samples in class Xi, 

C : number of classes, 

μi          : average image of class and average image of class-i. 

Furthermore, the search for the eigenvectors of the multiplication matrix between SB and 

the inverse SW is carried out using Eq. 

     

 

The eigenvector is selected based on the largest eigenvalue. The eigenvector values are 

used to make projections for each training data using Eq. (Bimantoro, 2020). 

 

 

 

Where : 

FPT : data projection value,  

Xi  : input data 

W : the vector eigenvalues are selected based on the largest eigenvalues. 

The results of the training process in the form of projections from each training data are 

then stored for comparison with test data. The classification process is carried out by projecting 

the test data (Bimantoro, 2020). 

The test data projection is done by multiplying the test data with the eigenvector used in 

the training process. The classification stage is carried out by comparing the projected data from 

the training results with the projected results from the test data. Furthermore, to find out the class 

of the test data, the distance between the projected training data and the projected test data is 

carried out using Eq 

 

 



Malau and Mulyana…                      Vol 4(1) 2022 : 139-148 

 

143 

 

Where : 

dij : distance between projected training data and test data 

xik : training data projection 

xij  : test data projection. 

The results of the search for the distance between the projected training data and the test 

data are then sorted from the largest to the smallest. The result of the largest distance search is the 

classification result of the test data. These results are then verified by comparing the actual class 

with the class classification results. The software used in the analysis of edelweiss flower image 

data is Matlab software.  

 

Data Collection Process 

In this study, there were 5 images per each type of dataset obtained from image searches 

on google search which were disseminated from various sources. 

 

Datasets Creation 

Most of the image data in this study were downloaded from the internet and of course have 

different sizes. Therefore, then the pixels of each image used are changed to 300x300 pixels and 

then the background of each image is changed to red in order to facilitate the feature extraction 

process because the edelweiss flower itself is white.  

From the image, the data augmentation process is then carried out to increase the diversity 

of data available for the training model, the process of augmenting data in this study uses a library 

of the python programming language(Solihin, et al., 2022). 

 

Fig 3. Process Data Augmentation 

Augmentation techniques such as cropping, padding, and horizontal flipping are commonly 

used to train large neural networks. The sample in this study took 2 types of edelweiss flowers 

with a sample of 1,500 images for training data and 450 images for test data so that the data 

generated from each type became as follows:  
Table 1 - Research Datasets 

Class Training Data Test Data 

Anaphalis Javanica 750 225 

Leontopodium Alpinum 750 225 

Total 1500 450 

Resize the used image to fit the image for training or testing. Feature extraction is an object 

recognition technique that looks at certain features of an object that aims to perform calculations 

and comparisons to classify an image. Two separate data sets were used in this study, each 

containing training data and test data. 

 

 

 

Test Design 
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Fig 4 Test Design 

Figure 4 shows the test of the design. The first stage is an image that has been cropped and 

resized outside the system and whose background has been manually changed to input for 

training. Next is the preprocessing stage. In this phase, the image is converted from the RGB color 

space to L*a*b and the image segmentation process is carried out using the thresholding method. 

These features are trained in LDA. The results of the research are data predictions, stored and 

used in the classification process. 

 

3. Results and Discussions 

 

Fig 5. Examples of Flower Images in Each Class 

The image data used in this study is data on 2 types of edelweiss flower images, totaling 

1500 training data, with test data of 450 edelweiss flower images. From the results of the training 

carried out to get very high accuracy results, namely with 100% accuracy. After doing training 

on the image. 
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Fig 6. Training Data Distribution Graph 

Based on the results of the distribution of data in Figure 6 which shows that there is a clear 

difference between edelweiss flowers of Anaphalis Javanica and Leontopodium Alpinum, this 

causes a high level of accuracy 

 

 

Fig 7. Test Data Distribution Graph 

Also based on the results of the distribution of data in each class along with the resulting 

boundary line in Figure 7. Thus the magnitude of the resulting accuracy value indicates that of 

the 450 test data images carried out there is only 1 wrong image. 

 

 

Fig 8. GUI Classification of Flower Types Leontopodium Alpinum 

Similarly, the test result from the GUI program in Figure 8 show that the result of the image 

input process up to classifying with very good result. 
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Fig 9. Value Accuracy 

From Figure 9 it can be seen that the testing accuracy value for 450 edelweiss flower images 

is 99.77%. These results can be categorized as very good. These results are influenced by several 

factors, including the classification can be optimal when feature extraction can provide the best 

information, and color-based feature extraction is very easy to recognize when the tested images 

have different colors. Based on the results of the author's test, the author also knows that there are 

several factors that cause misclassification, including: (1) The amount of training and test data is 

too small and must be added because the more models are trained, the more models are trained, 

the more models. resulting from. (2) If the picture is not clear, it will be difficult to classify the 

model, so that there are still errors in classification. 

 

4. Conclusion  

This study uses the Linear Discriminant Analysis (LDA) method to classify the types of 

edelweiss flower images based on their color characteristics. This study uses a programming 

platform that uses the Matlab matrix-based language. Based on the results of the tests that have 

been carried out, it can be concluded that the classification system for the type of edelweiss flower 

image using the Linear Discriminant Analysis method was successfully built with the resulting 

accuracy in determining the flower image of 99.77%. The use of color feature extraction with the 

HSV algorithm helps to obtain various information from the colors in the image to assist in the 

recognition process. LDA can then obtain an optimal projection that can enter a smaller dimension 

space by looking for patterns that can be separated so that they can be grouped according to the 

boundaries obtained from the linear equation so that it can be determined. LDA retains the 

information index area, but includes more classes. Classes are separated with the aim that this 

condition increases the distance between classes while reducing the distance for preparing 

information in the classroom. The number of features produced by LDA depends on the number 

of classes and the number of poses performed. There are two determining classes in this study, 

namely Anaphalis Javanica and Leontopodium Alpinum. Suggestions for further research can add 

some other classes or use more complex categories for further investigation. In addition, 

improvements are needed to maximize feature extraction and identification and increase the 

number of datasets used for both training and testing. In addition, to achieve better feature 
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extraction and identification, deep learning algorithms should be used to add feature extraction 

algorithms based not only on color but also on texture and shape. 
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